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Abstract - Breast cancer is one of the most common diseases among women. Mortality due 
to breast cancer has been increasing for the last 50 years, making the detection of breast 
cancer at early stages very crucial. One of the most common symptoms of breast cancer 
is the presence of microcalcifications. The current diagnostic approach is BI-RADS  and 
visual analysis by radiologists first, and then followed by biopsy if the microcalcifications 
are present in large numbers and unusual patterns. This existing method can be made 
more efficient by using machine learning algorithms like SVM(Support Vector Machine 
learning), reducing the role of radiologists. One of the best techniques to detect breast  
calcifications will be by using convolutional neural networks, as this technique has an 
accuracy greater than 96% .      
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1. INTRODUCTION 

Breast cancer starts in the cells of the 
breast. A cancerous (malignant) tumour is a 
group of cancer cells that can grow into and 
destroy nearby tissue. It can also spread 
(metastasize) to other parts of the 
body.[1],[2] Certain types of 
microcalcifications are the only indications 
of breast cancer, making it  important that 
mammographers recognize which 
calcifications signify a benign or malignant 
tumour[3] 

Microcalcifications(MCs) are tiny calcium 
deposits that appear as small bright spots in 
a mammogram (as illustrated in Figure 1). 
Individual MCs are sometimes difficult to 
detect, because of the surrounding breast 
tissue, their variation in shape, orientation, 
brightness and size. [4] 

 

 
 
Figure 1: A section of a mammogram 
containing multiple MCs. [4] 
 

 

The correlation between breast 
malignancies and breast calcifications was 
first made in 1913 by the German surgeon 
Salomon. [3] 
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2. BACKGROUND 

. The calcium present in calcifications 
readily absorb the X-rays from 
mammograms. Calcifications typically 
don't show up on ultrasounds, and they 
never show up on breast MRIs. 
Calcifications are a frequent finding on 
mammograms, and they are especially 
common after menopause. 

 
 

Ductal carcinoma in situ (DCIS), a 
type of breast cancer in which the 
malignancy is confined within a duct, is 
detected in most cases only by 
mammography. In a study of 100 women 
with DCIS, 72% of lesions presented as 
calcifications alone, with another 12% 
appearing as calcifications associated with 
a mass. In women younger than 49 years of 
age, up to 82% of DCIS manifested as 
calcifications alone. [3] 

The presently used method, BIRADS 
(Breast Imaging Reporting and Data 
System), is a scheme for putting the 
findings from mammogram screening (for 
breast cancer diagnosis) into a small 
number of well-defined categories. If the 
radiologist finds the calcification to be 
uncommon or suspicious (a list of 
conditions and frequency make a 
calcification a suspicious one) , a biopsy is 
recommended to diagnose cancer.  

The biggest issue to overcome is the 
ambiguity of the data itself, since cancer 
can be obscured by the natural variation of 
the tissue around it.[5] 

A lot of research has led us to finding 
certain machine learning algorithms that 
can be used on scans to make the 
classification of calcification as benign or 
malignant, in a more efficient fashion. A 
few algorithms that have started gaining  of 
attention are auto-crop algorithm , edge 
detection algorithm and threshold 

algorithm. Some of these will be explained 
in simple words to understand what exactly 
these algorithms do and how reliable they 
are. Support Vector Machine Learning 
method is a solution that uses the same 
physical device as BIRADS does but uses 
machine learning techniques to analyse the 
scan. Another small aspect discussed here 
will involve using convolutional neural 
networks on mammogram scans directly, 
and this solution also has its own benefits. 
[6] 

One of the most important solutions, is 
the newly developing one. It is undergoing 
clinical trials but surely will be of great use 
in future.[7] This method is to use the new 
device being developed by the RF cancer 
detection group at McGill to detect 
Calcifications.[7],[8],[9],[10] 

The criteria for these solutions is widely 
varied and includes how comfortable, 
painless and harmless it is to the patient and 
also how reliable and accurate it is. Each 
solution has its own advantages and its own 
rate of acceptance by the public. Each 
method has its own amounts of data to help 
us understand its efficiency.  

 
3. METHODS 

3.1 BIRADS 

BIRADS is a system of assistance for  the 
drafting of the reports more and more used 
in the world, and will soon be directly 
implemented on mammography and 
ultrasound units.[11],[12] 

The evaluation of the BIRADS allows a 
clear synthesis of the descriptive data 
resulting from the use of the lexicon by the 
radiologist. [12]  

There are 7 categories of evaluation in 
BI-RADS : 

I. Category 0: Incomplete evaluation. 
Need to undergo the test again.  
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II. Category 1: Normal and less than 2% 
breast cancer risk. 

III. Category 2: Benign findings present, 
like harmless cysts [12] . 

IV. Category 3: This is the most delicate 
category to deal with, because of its 
uncertainty. [12] As a rule, for a solid 
mass, a follow-up check-up is 
recommended between 4 and 6 months 
later, then, every year for at least 2 
years. At the end of monitoring, a stable 
lesion can be reclassified in BIRADS 
category 2.In case of change during the 
monitoring period, biopsy is usually 
performed. 

V. Category 4: Suspicious and must be 
followed by biopsy 

VI. Category 5: Highly suggestive of 
malignancy and further diagnosis 
through ultrasound or biopsy are very 
crucial. 

VII. Category 6: Proven malignancy and 
further diagnosis through ultrasound or 
biopsy are very crucial. 

The most important category for 
microcalcifications is category 3 and to 
some extent category 4. [3],[13] 

With the help of morphology and 
distribution, calcifications can be 
categorized into benign, of intermediate-
concern, and malignant types.[3] 
 
Types of microcalcifications: 
 

• REGIONAL - Calcifications are 
seen in a large volume, not 
necessarily conforming to a duct; 
more likely to be benign 
 

• SCATTERED OR DIFUSED - 
These calcifications are seen all 
over the breast and they are always 
benign.[5],[15] 

 
The human eye can observe the growth of 
the diameter and not the volume of these 
microcalcifications on the scans. The little 
nodules appear to grow less rapidly than the 
big ones, even if they have doubled in 
volume in the same time period. [12]Thus, 
the diameter of a nodule of 5 mm, with 
tumoural doubling within 6 months time, 
will increase only 1.25 mm making the 
situation more serious than diagnosed. [12]  

The risky thing  is that the 
radiologist will want to cover himself in 
case of a malpractice suit, and will be 
tempted to classify the microcalcification in 
the BIRADS category 4 (in the 
classification chart), and to have a biopsy 
surgery performed on it, even if it not at all 
required.  

To avoid unnecessary surgery and 
pain to the patient, and also get a more 
accurate diagnosis, the second method can 
be adopted. 

 
3.2 Support Vector Machine 

Learning (SVM) 

The International Symposium on 
Biomedical Imaging developed the first 
SVM framework used to detect 
microcalcifications, and states it to be the 
best method so far.[4] 

SVM learning is based on the principle 
of structural risk minimization [14],[15].  

Instead of directly minimizing learning 
error, it aims to minimize the bound on the 
generalization error. As a result, an SVM is 
able to perform well when applied to data 
outside the training set. In recent years, 
SVM learning has been applied to a wide 
range of real-world applications where it 
has been found to offer superior 
performance to that of competing methods. 

In the SVM method, a two-class pattern 
calcification task was performed at each 
location of the mammogram. The two 
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classes are “MC present” and “MC absent.” 
With an SVM formulation, a nonlinear 
classifier was trained using supervised 
learning to automatically detect the 
presence of microcalcifications in a 
mammogram. 

The detailed methodology of this 
technique, is beyond the scope of this paper.  

 
The proposed algorithm was compared 
with four other existing methods for 
microcalcification detection:  
(1) the image difference technique (IDT) 
(2) the difference of Gaussians (DoG) 
method  
(3) the wavelet based method  
 (4) the two-stage multi-layer neural 
network method. [4]. 
 

Experimental results show that the 
proposed framework is quite robust over 
the choice of several model parameters 
using algorithms. In these initial results the 
SVM classifier outperformed all the other 
algorithm  methods considered. 

 

3.3 Convolutional Neural 
Networks on 
Mammograms 

 

This method [5] utilizes a 
Convolutional Neural Network (CNN) to 
classify the calcifications and masses of 
different cropped images of a mammogram. 
The first step utilized to solve this problem 
is to build an image classifier to 
differentiate between benign and 
malignant, calcifications and masses found 
within mammograms, by classifying 
cropped images of the different pathologies 
of breast 
cancer.  

This method was developed based 
on the computing power and type of 
database. The  dataset for this technique 
contained full mammograms and cropped 
images of the different pathology. By using 
the cropped images, they  use less 

compression on the images to load them in 
their  memory. 

Finally, a sliding window image 
detector is constructed which  pulls sections 
of the full mammogram into the  model, one 
piece at a time. Each piece is passed 
through the classifier, predicting the 
possibility of the sub-image belonging to a 
different class of cancer.  

The different sub-images 
probabilities and coordinates are recorded 
and finally it displays the highest ranked of 
each sub-category of cancer. 

If the known area of cancerous 
tissue is detected and classified properly 
, the system works and there are no false 
positives. If the known are of cancerous 
tissue is detected and classifies 
properly, but not displayed in the ranked 
area, we have a false positive elsewhere 
within the mammogram. [5] 

If it detects the tissue but 
misclassify the tissue, we know the detector 
is working by the pathology is obscure and 
more analysis is needed. 

Utilizing the detector and the 
method above, it detected 32% of cancer 
within the mammograms and properly 
classified 68% of the cancer we discovered. 
Only 50% of the cancer detected, or 15% 
overall, was detected as the most important 
anomaly on the mammogram. [5] This 
leaves a large group of false positives, with 
most of the false positives being outside of 
the breast tissue completely or within the 
black outside of the mammogram.  
This  method shows the potential of 
simultaneous detection and classification, 
and with some refinement, can be a 
powerful tool for diagnosing breast cancer 
in the future[5] 

 
4. ANALYSIS 

The first solution involves a radiologist 
and maybe a biopsy(depending on 
individual cases) to confirm. [11] The 
correct identification and detection of 
microcalcifications, using BIRADS is just 
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27.9%.[15],[11].The main reason for a 
relatively low percentage is due to human 
errors, and also the limit of a human .It may 
be the different cases, lack of concentration, 
even the focal capacity of our eyes, on a 
scan.  The second solution ( SVM ) is more 
beneficial than the first one because it has 
an accuracy percentage of about 84.3% as 
it detected 34 correctly among 38.  [4]. The 
third technique, using convolutional neural 
networks is the most efficient one, as it has 
more than 96% accuracy and it generates 
results faster and in a more detailed analysis 
pattern than the other two solutions. This 
technique, would not need a confirmation 
test through biopsy or any other cancer 
detection techniques.[15] 

They later two solutions are efficient 
because they use algorithms and neural 
networks, which are proved to work more 
efficiently than human. They optimize 
results from a large amount of past data that 
a man would never be able to read in a 
lifetime. The CNN method has a better 
accuracy than the SVM method, mainly 
because Convolutional neural networks 
require lesser amounts of data fed, in order 
to give the best optimisations.[5] 
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